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#### Abstract

It is well-known that the semi-circle law, which is the limiting distribution in the Wigner theorem, is the minimizer of the logarithmic energy penalized by the second moment. A very similar fact holds for the Girko and Marchenko-Pastur theorems. In this work, we shed the light on an intriguing phenomenon suggesting that this functional is monotonic along the mean empirical spectral distribution in terms of the matrix dimension. This is reminiscent of the monotonicity of the Boltzmann entropy along the Boltzmann equation, the monotonicity of the free energy along ergodic Markov processes, and the Shannon monotonicity of entropy or free entropy along the classical or free central limit theorem. While we only verify this monotonicity phenomenon for the Gaussian unitary ensemble, the complex Ginibre ensemble, and the square Laguerre unitary ensemble, numerical simulations suggest that it is actually more universal. We obtain along the way explicit formulas of the logarithmic energy of the mentioned models which can be of independent interest.


## 1. Introduction

The famous Boltzmann H-theorem asserts that the Boltzmann entropy is monotonic in time along the Boltzmann equation which describes the evolution of a probability measure, see for instance [23]. The second moment is conserved by the dynamics, and the long-time or at-equilibrium behavior, which is a Gaussian, is the optimizer of the entropy under the conserved constraint. This variational phenomenon is also present for the Kolmogorov evolution equation of ergodic Markov processes through the free energy, which is a Boltzmann entropy penalized by an average energy, see [5] and references therein. Following Shannon, the phenomenon is also present in the classical and free central limit theorems, in which the conservation law is the second moment and the monotonic functional the Boltzmann or the Voiculescu entropy respectively, see for instance $[2,18,21]$ and $[6,22,7]$.

Our aim in this work is to initiate the investigation of whether or not similar phenomena arise in classical random matrix limiting theorems such as Wigner semi-circle theorem, Girko circular law theorem, or the Marchenko-Pastur one, see for instance [1] for an introduction to random matrix theory. For an $n \times n$ matrix $A$ with entries in $\mathbb{C}$, we denote by $\lambda_{1}(A), \ldots, \lambda_{n}(A)$ its eigenvalues, which are the roots in $\mathbb{C}$ of its characteristic polynomial $z \mapsto \operatorname{det}\left(A-z \mathrm{Id}_{n}\right)$, viewed as a multiset of $n$ elements. We denote the empirical spectral distribution by

$$
\mu_{A}:=\frac{1}{n} \sum_{k=1}^{n} \delta_{\lambda_{k}(A)} .
$$

Let us first start by looking at the Wigner semi-circular theorem which states that given a Hermitian random matrix $M_{n}=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$ in which the upper-triangular entries are independent, identically distributed centered complex random variables with unit variance, while the diagonal entries are i.i.d. real random variables with bounded mean and variance, the sequence of (random) empirical spectral distributions $\left(\mu_{\frac{1}{\sqrt{n}} M_{n}}\right)_{n \in \mathbb{N}}$ converges almost surely to the Wigner semi-circular distribution given by

$$
\mu_{\mathrm{sc}}:=\frac{1}{2 \pi} \sqrt{\left(4-x^{2}\right)_{+}} \mathrm{d} x .
$$

[^0]In analogy with what was discussed previously, we may ask if this convergence is driven by similar phenomena in the sense that there is some characterizing functional which is monotone in terms of the matrix dimension $n$. The choice of such functional could be guided by two considerations: a variational characterization and a large deviation principle. This naturally leads us in this context to look at the logarithmic energy, defined below, which is closely related to Voiculescu's free entropy. Indeed, Ben Arous and Guionnet [4] showed in particular that Gaussian Wigner matrices, and more generally matrices drawn from the $\beta$-ensemble, satisfy a large deviation principle with rate function related to the logarithmic energy. Moreover, it is known that Wigner semi-circular law can be characterized through a variational principle involving the logarithmic energy.

Let $\mathcal{P}_{2}(K)$ be the set of probability measures on $K$ where $K=\mathbb{R}$ or $K=\mathbb{C}$, with finite second moment $m_{2}:=\int|x|^{2} \mathrm{~d} \mu(x)<\infty$. The logarithmic energy $\mathcal{E}: \mathcal{P}_{2}(K) \rightarrow(-\infty, \infty]$ is defined by

$$
\mathcal{E}(\mu):=\iint \log \frac{1}{|x-y|} \mu(\mathrm{d} x) \mu(\mathrm{d} y)
$$

which makes sense since $(x, y) \in \mathbb{C}^{2} \mapsto \frac{|x|^{2}+|y|^{2}}{2}-\log |x-y|$ is bounded below by a finite constant. When $K=\mathbb{R}$, then $-\mathcal{E}$ is the Voiculescu free entropy of free probability theory [24, 14].

For $\lambda>0$, the minimization of $\mathcal{E}$ over $\mathcal{P}_{2}(K)$ under the constraint $m_{2}(\mu)=\lambda$ is equivalent to the minimization over $\mathcal{P}_{2}(K)$ of the penalized logarithmic energy

$$
\mu \mapsto \mathcal{E}_{\lambda}^{(2)}(\mu):=\frac{1}{2 \lambda} m_{2}(\mu)+\mathcal{E}(\mu)
$$

Indeed, by using $\mathcal{E}(\mu)=-\frac{1}{2} \log \frac{\alpha}{\lambda}+\mathcal{E}\left(\operatorname{dil}_{\sqrt{\frac{\lambda}{\alpha}}} \mu\right)$ and $m_{2}\left(\operatorname{dil}_{\sqrt{\frac{\alpha}{\lambda}}} \mu\right)=\frac{\alpha}{\lambda} m_{2}(\mu)$, we get

$$
\begin{aligned}
\min _{\mu} \mathcal{E}_{\lambda}^{(2)}(\mu) & =\min _{\alpha>0}\left(\frac{\alpha}{2 \lambda}+\min _{m_{2}(\mu)=\alpha} \mathcal{E}(\mu)\right) \\
& =\min _{\alpha>0}\left(\frac{\alpha}{2 \lambda}-\frac{1}{2} \log \frac{\alpha}{\lambda}\right)+\min _{m_{2}(\mu)=\lambda} \mathcal{E}(\mu) \\
& =\frac{1}{2}+\min _{m_{2}(\mu)=\lambda} \mathcal{E}(\mu) .
\end{aligned}
$$

The functional $\mathcal{E}_{\lambda}^{(2)}$ is strictly convex, lower semi-continuous with compact sub-level-sets ${ }^{1}$, see [4, 20, 14]. With these definitions in hand, the semi-circular distribution is characterized by

$$
\mu_{\mathrm{sc}}=\underset{\substack{\mu \in \mathcal{P}_{2}(\mathbb{R}) \\ m_{2}(\mu)=1}}{\arg \min } \mathcal{E}=\underset{\mu \in \mathcal{P}_{2}(\mathbb{R})}{\arg \min } \mathcal{E}_{1}^{(2)}
$$

This leads us to investigate whether $\mathcal{E}_{1}^{(2)}$ is monotone along Wigner semi-circular theorem. Since the corresponding measures are random in this case, a more suitable formulation would be to look at the expected empirical measures which corresponds to the weak form of Wigner's theorem, i.e., when the convergence of the sequence of empirical measures is considered in expectation. Then the goal of this paper is in particular to investigate the following question:

Question 1.1. Let $M_{n}$ be a random Wigner matrix, $\mu_{n}:=\mu_{\frac{1}{\sqrt{n}} M_{n}}$ be the corresponding empirical spectral distribution and suppose that $m_{2}\left(\mathbb{E} \mu_{n}\right)=1$. Is it true that $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{n}\right) \searrow \mathcal{E}_{1}^{(2)}\left(\mu_{\mathrm{sc}}\right)$ ?

As stated, the above problem would be impossible to study in full generality as considerations on the finiteness of $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{n}\right)$ for every $n$ would enter into play. A potential modification would be to additionally impose that $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{n}\right)$ is uniformly bounded. However, this would rule out several models of random matrices such as Rademacher random matrices for which simulations suggest a positive answer to Question 1.1 provided one conditions on an appropriately chosen event (see Figure 2). The fascinating aspect in the above problem is that the monotonicity is considered at every fixed finite

[^1]dimension and not just in the large dimension regime. This is related to the increment $\mathbb{E}\left(\mu_{n+1}-\mu_{n}\right)$ as well as to the "gradient" of the convex functional $\mathcal{E}_{1}^{(2)}$, which is a logarithmic potential.

A classical random matrix model for which the above technical considerations are not needed is the Gaussian Unitary Ensemble. An $n \times n$ random Hermitian matrix $A_{n}^{\text {GUE }}$ belongs to the normalized Gaussian unitary ensemble, if its density is proportional to $A \mapsto \mathrm{e}^{-\frac{n}{2} \operatorname{Tr}\left(A^{2}\right)}$. We have that

$$
m_{2}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)=1 \quad \text { and } \quad \mathbb{E} \mu_{A_{n}^{\text {GUE }}} \underset{n \rightarrow \infty}{\text { weak }} \frac{\sqrt{\left(4-x^{2}\right)^{2}}+}{2 \pi} \mathrm{~d} x .
$$

Our first result states that Question 1.1 has a positive solution in this case.
Theorem 1.1 (Monotonicity and convexity for Gaussian unitary ensemble). For every $n \geq 1$,

$$
\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)=\frac{3}{4}+\frac{1}{2}\left(\log n+\gamma+\frac{1}{2 n}-H_{n}\right)
$$

where $\gamma:=0.577 \ldots$ denotes the Euler constant and $H_{n}:=\sum_{k=1}^{n} \frac{1}{k}$ is the $n$-th harmonic number. In particular $n \in\{1,2, \ldots\} \mapsto \mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{G U E}}\right)$ is strictly decreasing and strictly convex.

Note that we refer to a real sequence $\left(u_{n}\right)_{n \geq 1}$ as (strictly) convex when $n \mapsto u_{n+1}-u_{n}$ is (strictly) increasing. While our motivation in this paper consists in capturing the monotonicity phenomenon, we believe that having a closed form of the logarithmic energy of a GUE matrix is interesting in its own right. We are unaware of the existence of any such formulas in the literature. These explicit formulas are a new and intriguing manifestation of the determinantal integrability of GUE.

We now turn to another classical random matrix limiting theorem which is the circular law one. As before, our starting point is the following variational characterization of the circular law

$$
\mu_{\text {circ }}:=\frac{\mathbb{1}_{|z| \leq 1}}{\pi} \mathrm{~d} z=\underset{\substack{\mu \in \mathcal{P}_{2}(\mathbb{C}) \\ m_{2}(\mu)=\frac{1}{2}}}{\arg \min } \mathcal{E}=\underset{\mu \in \mathcal{P}_{2}(\mathbb{C})}{\arg \min } \mathcal{E}_{\frac{1}{2}}^{(2)}
$$

In analogy to our previous discussion, we are led to investigate whether $\mathcal{E}_{\frac{1}{2}}^{(2)}$ is monotone along the circular law theorem, and thus we formulate the following question:

Question 1.2. Let $M_{n}:=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$ be an $n \times n$ random matrix whose entries are i.i.d. complex random variables of unit variance and denote by $\mu_{n}:=\mu_{\frac{1}{\sqrt{n}} M_{n}}$ the corresponding empirical spectral distribution. Is it true that $\mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{n}\right) \searrow \mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mu_{\text {circ }}\right)$ ?

Let $A_{n}^{\text {Gin }}$ be a random $n \times n$ matrix drawn from the complex Ginibre ensemble, with density proportional to $A \mapsto \mathrm{e}^{-n \operatorname{Tr}\left(A A^{*}\right)}$ where $A^{*}:=\bar{A}^{\top}$ is the conjugate-transpose. Note that (see (4.3))

$$
m_{2}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right)=\frac{1}{2}+\frac{1}{2 n} \quad \text { and } \quad \mathbb{E} \mu_{A_{n}^{\text {Gin }}} \xrightarrow[n \rightarrow \infty]{\text { weak }} \mu_{\text {circ }} .
$$

The next theorem states that Question 1.2 has a positive solution in this case.
Theorem 1.2 (Monotonicity and convexity for complex Ginibre ensemble). For every $n \geq 1$,

$$
\begin{aligned}
\mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right) & =\frac{3}{4}+\frac{1}{2}\left(\log n+\gamma+\frac{1}{2 n}-H_{n}\right)+\frac{1}{2} \sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k(k-1)} \\
& =\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)+\frac{1}{2} \sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k(k-1)}
\end{aligned}
$$

in particular $n \in\{1,2, \ldots\} \mapsto \mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right)$ is strictly decreasing and strictly convex.
The fact that the (penalized) logarithmic energy of the complex Ginibre ensemble can be expressed in terms of that of Gaussian Unitary Ensemble is intriguing. It would be interesting to understand the meaning of the additional term that appears in the above expression.

Finally, we consider the square Marchenko-Pastur law given by $\mu_{\mathrm{MP}}:=\frac{\sqrt{(4-x)}}{2 \pi \sqrt{x}} \mathrm{~d} x$. This law appears in particular as the limiting spectral distribution of $\frac{1}{n} X_{n} X_{n}^{*}$ where $X_{n}=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$ is an $n \times n$ random matrix whose entries are i.i.d. centered complex random variables of unit variance. The starting point is again a variational characterization for $\mu_{\mathrm{MP}}$ (see [14, Proposition 5.5.13]):

$$
\mu_{\mathrm{MP}}=\underset{\substack{\mu \in \mathcal{P}_{2}\left(\mathbb{R}_{+}\right) \\ m_{1}(\mu)=1}}{\arg \operatorname{Ein}}=\underset{\mu \in \mathcal{P}_{2}\left(\mathbb{R}_{+}\right)}{\arg \min } \mathcal{E}^{(1)}
$$

where $\mathcal{E}^{(1)}(\mu):=\mathcal{E}(\mu)+m_{1}(\mu)$. In view of this, we state the following question:
Question 1.3. Let $X_{n}:=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$ be an $n \times n$ random matrix whose entries are i.i.d. centered complex random variables of unit variance, and let $\mu_{n}:=\mu_{\frac{1}{n} X_{n} X_{n}^{*}}$ be the corresponding spectral distribution. Is it true that $\mathcal{E}^{(1)}\left(\mathbb{E} \mu_{n}\right) \searrow \mathcal{E}^{(1)}\left(\mu_{\mathrm{MP}}\right)$ ?

Note that we only stated the square version of the problem. A straightforward generalization of the above would be to consider rectangular matrices for which the ratio of the two dimensions is constant. It is conceivable that one can study the rectangular case in more generality where two dimensional parameters will enter into play. It is however unclear at this stage how the monotonicity property would be measured in terms of both dimensions.

In this paper, we will show that Question 1.3 has a positive solution in the case of (square) Laguerre Unitary Ensemble. More precisely, set $A_{n}^{\text {LUE }}:=\left(A_{n}^{\text {Gin }}\right)\left(A_{n}^{\mathrm{Gin}}\right)^{*}$ and note that

$$
m_{1}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=1 \quad \text { and } \quad \mathbb{E} \mu_{A_{n}^{\text {LUE }}} \xrightarrow[n \rightarrow \infty]{\text { weak }} \mu_{\mathrm{MP}}
$$

Theorem 1.3 (Monotonicity and convexity for square Laguerre Unitary ensemble). For every $n \geq 1$,

$$
\begin{aligned}
\mathcal{E}^{(1)}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right) & =\frac{3}{2}+\left(\log n+\gamma+\frac{1}{2 n}-H_{n}\right) \\
& =2 \mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{G U E}}\right)
\end{aligned}
$$

in particular $n \in\{1,2, \ldots\} \mapsto \mathcal{E}^{(1)}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)$ is strictly decreasing and strictly convex.
The above theorem also implies that $\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {UUE }}}\right)=2 \mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{G U E}}\right)$. It is rather fascinating that this holds in all dimensions. While the proof carries heavy calculations, it would be very interesting if there is an easy argument proving that the logarithmic energy of LUE is twice that of GUE.

Figure 1 illustrates Theorems 1.1, 1.2, and 1.3 respectively.
Following [11, 1], a $\beta$-ensemble is the probability measure on $S^{n}$ of the form

$$
\begin{equation*}
\frac{\mathrm{e}^{-n \beta} \sum_{i=1}^{n} V\left(x_{i}\right)}{Z_{V, \beta, n}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{\beta} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n} \tag{1.1}
\end{equation*}
$$

where $S$ is a linear subset of $\mathbb{C}$, $\mathrm{d} x$ is the Lebesgue measure on $S, \beta>0$ is a parameter, $V: S \rightarrow \mathbb{R}$ is a function, and $Z_{V, \beta, n}$ is the normalizing constant. Viewed as a Boltzmann-Gibbs measure, it is a Coulomb or log-gas. Under a mild assumption on $V$, a suitable version of the Laplace method implies that as $n \rightarrow \infty$, the mean empirical measure $\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right]$ tends to the equilibrium measure

$$
\mu_{V}:=\underset{\mu}{\arg \min }\left(\int V \mathrm{~d} \mu+\mathcal{E}(\mu)\right)
$$

When $\beta=2$, the density in (1.1) has a determinantal integrable structure associated with a kernel, which produces in particular an explicit formula for the density of the mean empirical distribution.

| Model | $S$ | $\beta$ | $V(t)$ |
| :---: | :---: | :---: | :---: |
| CUE | $\{z \in \mathbb{C}:\|z\|=1\}$ | 2 | $\equiv 1$ |
| GUE | $\mathbb{R}$ | 2 | $t^{2}$ |
| LUE (square) | $\mathbb{R}_{+}$ | 2 | $t$ |
| Ginibre (complex) | $\mathbb{C}$ | 2 | $\|t\|^{2}$ |



Figure 1. Logarithmic energy of GUE, Ginibre, and LUE.

This is why we focus on GUE, LUE, and the complex Ginibre ensemble. Note that the case of the Circular Unitary Ensemble (CUE) is trivial from our perspective since its mean empirical spectral distribution is already equal to the uniform distribution and does not depend on the dimension.

The universality of this monotonicity phenomenon, beyond these exactly solvable random matrix models, remains for now mysterious. Nevertheless, we believe that disregarding some technical considerations, Questions 1.1, 1.2 and 1.3 have positive answers. We provide suggestive numerical experiments for general Wigner and Girko random matrices with non Gaussian i.i.d. entries, as well as some Dumitriu-Edelman beta ensembles of random matrices.

The paper is organized as follows: in Section 3, we prove Theorem 1.1, while Theorems 1.2 and 1.3 are proven in Sections 4 and 5. Finally, simulations are included in Section 6.
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## 2. Preliminaries

2.1. General notations. As one may guess from the theorem statements, our computations will involve the classical harmonic numbers

$$
\begin{equation*}
H_{n}:=1+\frac{1}{2}+\cdots+\frac{1}{n} \tag{2.1}
\end{equation*}
$$

These numbers appear in the log-derivative of the (generalized) binomial coefficients

$$
\begin{equation*}
\binom{z}{n}:=\frac{z(z-1) \cdots(z-n+1)}{n!}=\frac{\Gamma(z+1)}{\Gamma(n+1) \Gamma(z+1-n)}, \tag{2.2}
\end{equation*}
$$

where $\Gamma$ denotes the gamma function. By the lowercase $\gamma$ we mean Euler-Mascheroni's constant

$$
\begin{equation*}
\gamma:=\lim _{n \rightarrow \infty}\left(H_{n}-\log n\right)=-\Gamma^{\prime}(1) \tag{2.3}
\end{equation*}
$$

of which Dirichlet obtained the helpful integral representation [25, p. 248, Example 2]

$$
\begin{equation*}
\gamma=\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-\mathrm{e}^{-t}\right) \tag{2.4}
\end{equation*}
$$

Combining this with the integral representation of the logarithm

$$
\begin{equation*}
\log a=\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\mathrm{e}^{-t}-\mathrm{e}^{-t a}\right), \quad \Re a>0 \tag{2.5}
\end{equation*}
$$

(see, e.g., $[25, \S 6.222$, Example 6]) we derive the following alternative expression for the log-energy.
Lemma 2.1 (Exponential weight formulation of the logarithmic energy). Let $\nu \in \mathcal{P}_{2}(K)$, where $K \in\{\mathbb{R}, \mathbb{C}\}$, and recall $\mathcal{E}(\nu):=-\iint \log |x-y| \nu(\mathrm{d} x) \nu(\mathrm{d} y)$. Then, for every $p>0$,

$$
\mathcal{E}(\nu)=\frac{\gamma}{p}-\frac{1}{p} \int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-\iint \mathrm{e}^{-t|x-y|^{p}} \nu(\mathrm{~d} x) \nu(\mathrm{d} y)\right)
$$

Proof. First, we have

$$
\begin{aligned}
\mathcal{E}(\nu) & =-\frac{1}{p} \iint \log |x-y|^{p} \nu(\mathrm{~d} x) \nu(\mathrm{d} y) \\
& =-\frac{1}{p} \iint \mathbb{1}_{\{|x-y|>1\}} \log |x-y|^{p} \nu(\mathrm{~d} x) \nu(\mathrm{d} y)+\frac{1}{p} \iint \mathbb{1}_{\{|x-y| \leq 1\}}\left(-\log |x-y|^{p}\right) \nu(\mathrm{d} x) \nu(\mathrm{d} y),
\end{aligned}
$$

where both integrands are nonnegative and only the second may give rise to an infinite integral (because $\log |x-y| \leq \log \sqrt{\left(1+|x|^{2}\right)\left(1+|y|^{2}\right)} \leq\left(|x|^{2}+|y|^{2}\right) / 2$ and $\nu \in \mathcal{P}_{2}(K)$ ). Plugging in (2.5) and exchanging the order of integrations with Fubini-Tonelli's theorem then leads to

$$
\begin{aligned}
\mathcal{E}(\nu)= & -\frac{1}{p} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} \iint \mathbb{1}_{\{|x-y|>1\}}\left(\mathrm{e}^{-t}-\mathrm{e}^{-t|x-y|^{p}}\right) \nu(\mathrm{d} x) \nu(\mathrm{d} y) \\
& -\frac{1}{p} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} \iint \mathbb{1}_{\{|x-y| \leq 1\}}\left(\mathrm{e}^{-t}-\mathrm{e}^{-t|x-y|^{p}}\right) \nu(\mathrm{d} x) \nu(\mathrm{d} y) \\
= & -\frac{1}{p} \int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\mathrm{e}^{-t}-\iint \mathrm{e}^{-t|x-y|^{p}} \nu(\mathrm{~d} x) \nu(\mathrm{d} y)\right)
\end{aligned}
$$

(keeping in mind that the integral may evaluate to $-\infty$ ). We inject (2.4) to conclude.
2.2. Level densities of determinantal processes. Let us recall the explicit expressions for $\mathbb{E} \mu_{A_{n}^{\text {GUE }}}$, $\mathbb{E} \mu_{A_{n}^{\text {Gin }}}$, and $\mathbb{E} \mu_{A_{n}^{\text {LUE }}}$, derived from (1.1), see $\sigma_{n}^{\text {GUE }}[19, \S 6.2], \sigma_{n}^{\text {Gin }}[19, \S 15.1]$, and $\sigma_{n}^{\text {LUE }}[19, \S 5.7$, with the weight $\left.w:=\mathbb{1}_{\mathbb{R}_{+}} \exp ^{-1}\right]$. Specifically (taking the normalizations into account):
(a) The mean empirical spectral distribution of the normalized Gaussian Unitary Ensemble is

$$
\begin{equation*}
\mathbb{E} \mu_{A_{n}^{G U E}}(\mathrm{~d} x)=\sqrt{\frac{n}{2}} \sigma_{n}^{\mathrm{GUE}}\left(x \sqrt{\frac{n}{2}}\right) \mathrm{d} x, \quad \text { for } \quad \sigma_{n}^{\mathrm{GUE}}(x):=\frac{\mathrm{e}^{-x^{2}}}{n \sqrt{\pi}} \sum_{k=0}^{n-1} \frac{h_{k}(x)^{2}}{2^{k} k!}, \quad x \in \mathbb{R} \tag{2.6}
\end{equation*}
$$

where $h_{k}(x):=(-1)^{k} \mathrm{e}^{x^{2}} \frac{\mathrm{~d}^{k}}{\mathrm{~d} x^{k}} \mathrm{e}^{-x^{2}}, k \in \mathbb{Z}_{+}$, denote the (physicist's) Hermite polynomials, which are the orthogonal polynomials with respect to the weight $\mathrm{e}^{-x^{2}} \mathrm{~d} x$ on $\mathbb{R}$ :

$$
\begin{equation*}
\int_{\mathbb{R}} h_{i}(x) h_{j}(x) \mathrm{e}^{-x^{2}} \mathrm{~d} x=2^{i} i!\sqrt{\pi} \mathbb{1}_{\{i=j\}}, \quad i, j \in \mathbb{Z}_{+} ; \tag{2.7}
\end{equation*}
$$

(b) The mean empirical spectral distribution of the normalized Ginibre ensemble is

$$
\begin{equation*}
\mathbb{E} \mu_{A_{n}^{\text {Gin }}}(\mathrm{d} z)=\sqrt{n} \sigma_{n}^{\mathrm{Gin}}(z \sqrt{n}) \mathrm{d} z, \quad \text { for } \quad \sigma_{n}^{\mathrm{Gin}}(z):=\frac{\mathrm{e}^{-|z|^{2}}}{n \pi} \sum_{k=0}^{n-1} \frac{|z|^{2 k}}{k!}, \quad z \in \mathbb{C} \tag{2.8}
\end{equation*}
$$

(c) The mean empirical spectral distribution of the normalized Laguerre Unitary Ensemble is

$$
\begin{equation*}
\mathbb{E} \mu_{A_{n}^{\mathrm{LUE}}}(\mathrm{~d} s)=n \sigma_{n}^{\mathrm{LUE}}(n s) \mathrm{d} s, \quad \text { for } \quad \sigma_{n}^{\mathrm{LUE}}(s):=\frac{\mathrm{e}^{-s}}{n} \sum_{k=0}^{n-1} L_{k}(s)^{2}, \quad s \in \mathbb{R}_{+}, \tag{2.9}
\end{equation*}
$$

where $L_{k}(s):=\frac{\mathrm{e}^{s}}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} s^{k}}\left(\mathrm{e}^{-s} s^{k}\right), k \in \mathbb{Z}_{+}$, denote the classical Laguerre polynomials, which are orthogonal with respect to $\mathrm{e}^{-s} \mathrm{~d} s$ on $\mathbb{R}_{+}$:

$$
\begin{equation*}
\int_{0}^{\infty} L_{i}(s) L_{j}(s) \mathrm{e}^{-s} \mathrm{~d} s=\mathbb{1}_{\{i=j\}}, \quad i, j \in \mathbb{Z}_{+} \tag{2.10}
\end{equation*}
$$

## 3. Logarithmic energy of GUE

The goal of this section is to prove Theorem 1.1. The first step is to reformulate the level density $\sigma_{n}^{\text {GUE }}$ in (2.6) in terms of a linear combination of the Hermite polynomials $h_{2 k}$ :

Lemma 3.1. For all $n \geq 1$ and $x \in \mathbb{R}$,

$$
\sigma_{n}^{\mathrm{GUE}}(x)=\frac{\mathrm{e}^{-x^{2}}}{n \sqrt{\pi}} \sum_{k=0}^{n-1} \frac{\binom{n}{k+1}}{2^{k} k!} h_{2 k}(x)
$$

Proof. We plug in Feldheim's identity on Hermite polynomials [10, Eq. (1.5)],

$$
h_{k}(x)^{2}=2^{k} k!\sum_{r=0}^{k} \frac{\binom{k}{r}}{2^{r} r!} h_{2 r}(x),
$$

into the expression (2.6) to get

$$
\sigma_{n}^{\mathrm{GUE}}(x)=\frac{\mathrm{e}^{-x^{2}}}{n \sqrt{\pi}} \sum_{k=0}^{n-1} \sum_{r=0}^{k} \frac{\binom{k}{r}}{2^{r} r!} h_{2 r}(x) .
$$

The lemma is now immediate if we recall the hockey-stick identity

$$
\sum_{k=0}^{n-1}\binom{k}{r}=\binom{n}{r+1}
$$

and switch the summations.
We now express the logarithmic energy $\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{G U E}}\right)$ in terms of the level density $\sigma_{n}^{\text {GUE }}$ :
Lemma 3.2. We have

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\mathrm{GUE}}}\right)=\frac{1}{2} \log \frac{n}{2}-\frac{\gamma}{2}-\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{t}{1+t}-\iint \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \sigma_{n}^{\mathrm{GUE}}(x) \sigma_{n}^{\mathrm{GUE}}(y) \mathrm{d} x \mathrm{~d} y\right),
$$

where $\gamma$ is Euler-Mascheroni's constant (2.3).
Proof. By (2.6) and the change of variable $x \leftarrow x \sqrt{2 / n}$, we have

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)=\frac{1}{2} \log \frac{n}{2}+\mathcal{E}(\nu),
$$

where $\nu(\mathrm{d} x):=\sigma_{n}^{\mathrm{GUE}}(x) \mathrm{d} x$. It remains to apply Lemma 2.1 with $p=2$ and perform the change of variable $t \leftarrow 1 / t$.

Next, we calculate the double integral appearing in Lemma 3.2.
Lemma 3.3. For all $n \geq 1$ and $t>0$,

$$
\iint \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \sigma_{n}^{\mathrm{GUE}}(x) \sigma_{n}^{\mathrm{GUE}}(y) \mathrm{d} x \mathrm{~d} y=\frac{\sqrt{2 t}}{n^{2}} \sum_{0 \leq k, \ell<n}(-1)^{k+\ell} \frac{\binom{n}{k+1}}{k!} \frac{\binom{n}{\ell+1}}{\ell!} \frac{(2 k+2 \ell)!}{(k+\ell)!}(2 t+4)^{-k-\ell-\frac{1}{2}} .
$$

Proof. Expanding $\sigma_{n}^{\text {GUE }}$ with Lemma 3.1,

$$
\begin{align*}
& \iint \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \sigma_{n}^{\mathrm{GUE}}(x) \sigma_{n}^{\mathrm{GUE}}(y) \mathrm{d} x \mathrm{~d} y \\
& \quad=\frac{1}{\pi n^{2}} \sum_{0 \leq k, \ell<n} \frac{\binom{N}{k+1}}{2^{k} k!} \frac{\binom{N}{\ell+1}}{2^{\ell} \ell!} \int \mathrm{e}^{-x^{2}} h_{2 k}(x)\left(\int \mathrm{e}^{-y^{2}} h_{2 \ell}(y) \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \mathrm{~d} y\right) \mathrm{d} x \tag{3.1}
\end{align*}
$$

Fixing now $k$ and $\ell$, we identify the innermost integral $C(x):=\int \mathrm{e}^{-y^{2}} h_{2 \ell}(y) \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \mathrm{~d} y$ as a convolution product. Its Fourier transform equals ${ }^{2}$

$$
\begin{aligned}
\widehat{C}(\xi) & =\sqrt{2 \pi} \mathcal{F}_{y}\left[\mathrm{e}^{-y^{2}} H_{2 \ell}(y)\right](\xi) \cdot \mathcal{F}_{y}\left[\mathrm{e}^{-\frac{y^{2}}{t}}\right](\xi) \\
& =(-1)^{\ell} \sqrt{\pi} \xi^{2 \ell} \mathrm{e}^{-\frac{\xi^{2}}{4}} \cdot \sqrt{\frac{t}{2}} \mathrm{e}^{-\frac{t \xi^{2}}{4}} \\
& =(-1)^{\ell} \sqrt{\frac{\pi t}{2}} \xi^{2 \ell} \mathrm{e}^{-\frac{1+t}{4} \xi^{2}}
\end{aligned}
$$

by the convolution theorem (for the expression of $\mathcal{F}_{y}\left[\mathrm{e}^{-y^{2}} h_{2 \ell}(y)\right](\xi)$, see, e.g., [16, Theorem 4.6.6]), so

$$
\begin{aligned}
C(x)=\widehat{\widehat{C}}(-x) & =(-1)^{\ell} \sqrt{\frac{\pi t}{2}} \mathcal{F}_{\xi}\left[\xi^{2 \ell} \mathrm{e}^{-\frac{1+t}{4} \xi^{2}}\right](-x) \\
& =(1+t)^{-\ell-\frac{1}{2}} \sqrt{\pi t} \mathrm{e}^{-\frac{x^{2}}{1+t}} H_{2 \ell}\left(\frac{x}{\sqrt{1+t}}\right)
\end{aligned}
$$

by the inversion theorem (and the fact that $h_{2 \ell}$ is an even polynomial). It follows that

$$
\begin{align*}
\int \mathrm{e}^{-x^{2}} & h_{2 k}(x)\left(\int \mathrm{e}^{-y^{2}} h_{2 \ell}(y) \mathrm{e}^{-\frac{|x-y|^{2}}{t}} \mathrm{~d} y\right) \mathrm{d} x \\
& =(1+t)^{-\ell-\frac{1}{2}} \sqrt{\pi t} \int \mathrm{e}^{-\frac{2+t}{1+t} x^{2}} h_{2 k}(x) h_{2 \ell}\left(\frac{x}{\sqrt{1+t}}\right) \mathrm{d} x \\
& =(1+t)^{-\ell} \sqrt{\frac{\pi t}{2+t}} \int \mathrm{e}^{-x^{2}} h_{2 k}\left(x \sqrt{\frac{1+t}{2+t}}\right) h_{2 \ell}\left(\frac{x}{\sqrt{2+t}}\right) \mathrm{d} x \\
& =\pi \frac{(1+t)^{-\ell} \sqrt{t}}{(2+t)^{k+\ell+\frac{1}{2}}} \sum_{\substack{0 \leq i \leq k \\
0 \leq j \leq \ell}}(-1)^{i+j}\binom{2 k}{2 i}\binom{2 \ell}{2 j} \frac{(2 i)!!}{i!} \frac{(2 j)!}{j!}(1+t)^{k-i+j} 4^{k-i}(2 k-2 i)!1_{k-i=\ell-j} \\
& =\pi(-1)^{k+\ell}(2 k)!(2 \ell)!(2+t)^{-k-\ell-\frac{1}{2}} \sqrt{t} \sum_{n=0}^{k \wedge \ell} \frac{4^{n}}{(2 n)!(k-n)!(\ell-n)!} \\
& =\pi(-1)^{k+\ell} \frac{(2 k+2 \ell)!}{(k+\ell)!}(2+t)^{-k-\ell-\frac{1}{2}} \sqrt{t}, \tag{3.2}
\end{align*}
$$

where the last equality is due to Gauss's theorem [3, Theorem 1.3 for $\left.{ }_{2} F_{1}\left(-k,-\ell ; \frac{1}{2} ; 1\right)\right]$, and the third equality has been obtained by applying, together with the orthogonality relations (2.7), the scaling formula [16, Eq. (4.6.33)]:

$$
h_{2 p}(x y)=\sum_{m=0}^{p}(-1)^{m} y^{2 p-2 m}\left(1-y^{2}\right)^{m}\binom{2 p}{2 m} \frac{(2 m)!}{m!} h_{2 p-2 m}(x), \quad p \in \mathbb{Z}_{+} .
$$

The proof is completed by plugging (3.2) back into (3.1).
Before we are ready to prove Theorem 1.1, we need one last calculation.
Lemma 3.4. For every integer $n \geq 1$, we have

$$
\frac{1}{2 n^{2}} \sum_{\substack{0 \leq k \ell \ell<n \\ k+\ell \neq 0}} \frac{(-1)^{k+\ell}}{k+\ell}\binom{n}{k+1}\binom{n}{\ell+1}\binom{k+\ell}{k}=\frac{1}{4}+\frac{1}{2}\left(\frac{1}{2 n}-H_{n}\right) .
$$

${ }^{2}$ Our convention for the Fourier transform is $\widehat{f}(\xi):=\mathcal{F}_{y}[f(y)](\xi):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f(y) \mathrm{e}^{-\mathrm{i} y \xi} \mathrm{~d} y, \quad \xi \in \mathbb{R}$.

Proof. Denoting by $S_{n}$ the corresponding sum stated above, we split it according to whether $k=0$ or $k \geq 1$ :

$$
S_{n}=n \sum_{\ell=1}^{n-1} \frac{(-1)^{\ell}}{\ell}\binom{n}{\ell+1}+n \sum_{k=1}^{n-1} \frac{(-1)^{k}}{k}\binom{n}{k+1} \sum_{\ell=0}^{n-1}(-1)^{\ell}\binom{n-1}{\ell} \frac{\binom{k+\ell-1}{k-1}}{\ell+1},
$$

where we have used that $\binom{n}{\ell+1}\binom{k+\ell}{k} /(k+\ell)=n\binom{n-1}{\ell}\binom{k+\ell-1}{k-1} / k(\ell+1)$. But for $k \neq 1$, because $\binom{k+\ell-1}{k-1} /(\ell+1)=P_{k}(\ell)$ with $p_{k}(x):=(x+2) \cdots(x+k-1) /(k-1)$ ! a polynomial of degree $k-2<n-1$, the rightmost sum above is 0 by the theory of finite differences [13, Trick 5.3.2]. Then

$$
\begin{aligned}
S_{n} & =n \sum_{\ell=1}^{n-1} \frac{(-1)^{\ell}}{\ell}\binom{n}{\ell+1}-\frac{n^{2}(n-1)}{2} \sum_{\ell=0}^{n-1} \frac{(-1)^{\ell}}{\ell+1}\binom{n-1}{\ell} \\
& =\left(\frac{1}{2}-H_{n}\right) n^{2}+\frac{n}{2}
\end{aligned}
$$

from elementary combinatorial identities on harmonic numbers [13, § 6.4], such as

$$
\sum_{\ell=1}^{n} \frac{(-1)^{\ell-1}}{\ell}\binom{n}{\ell}=H_{n}
$$

To conclude, it then suffices to divide $S_{n}$ by $2 n^{2}$.
We now have everything in hand to prove Theorem 1.1.
Proof of Theorem 1.1. Combining Lemmas 3.2 and 3.3, we can write

$$
\begin{aligned}
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\mathrm{GUE}}}\right)= & \frac{1}{2} \log \frac{n}{2}-\frac{\gamma}{2} \\
& -\int_{0}^{\infty} \frac{\mathrm{d} t}{2 t}\left(\frac{t}{1+t}-\frac{\sqrt{2 t}}{n^{2}} \sum_{k, \ell=0}^{n-1}(-1)^{k+\ell} \frac{\binom{n}{k+1}}{k!} \frac{\binom{n}{\ell+1}}{\ell!} \frac{(2 k+2 \ell)!}{(k+\ell)!}(2 t+4)^{-k-\ell-\frac{1}{2}}\right) \mathrm{d} t .
\end{aligned}
$$

Now, observe that in the displayed sum, the term corresponding to $k=\ell=0$ reduces to $\sqrt{t /(2+t)}$; this term yields a divergent integral and will precisely compensate with the non-integrable part $t /(1+t)$. The other summands for $k+\ell=: s \geq 1$ are however integrable and will involve the Beta integrals

$$
\int_{0}^{\infty}(2 t+4)^{-s-\frac{1}{2}}(2 t)^{-\frac{1}{2}} \mathrm{~d} t \underset{\substack{\frac{2}{1-u}}}{=} 2^{-1-2 s} \int_{0}^{1} u^{-\frac{1}{2}}(1-u)^{s-1} \mathrm{~d} u=\frac{1}{2 s\binom{2 s}{s}}
$$

Specifically, we arrive at

$$
\begin{aligned}
& \mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)=\frac{1}{2} \log \frac{n}{2}-\frac{\gamma}{2}-\int_{0}^{\infty} \frac{\mathrm{d} t}{2 t}\left(\frac{t}{1+t}-\sqrt{\frac{t}{2+t}}\right) \\
&+\frac{1}{2 n^{2}} \sum_{\substack{0 \leq k, \ell<n \\
k+\ell \neq 0}} \frac{(-1)^{k+\ell}}{k+\ell}\binom{n}{k+1}\binom{n}{\ell+1}\binom{k+\ell}{k} .
\end{aligned}
$$

Finally, simplifying with

$$
\int_{0}^{\infty} \frac{\mathrm{d} t}{2 t}\left(\frac{t}{1+t}-\sqrt{\frac{t}{2+t}}\right)=\left[\frac{1}{2} \log \frac{1+t}{2+t}-\log \left(1+\sqrt{\frac{t}{2+t}}\right)\right]_{t=0}^{\infty}=\frac{1}{2} \log \frac{1}{2}
$$

and Lemma 3.4, we get

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\mathrm{GUE}}}\right)=\frac{1}{4}+\frac{1}{2}\left(\log n+\gamma+\frac{1}{2 n}-H_{n}\right) .
$$

It remains to recall $m_{2}\left(\mathbb{E} \mu_{A_{n}^{G U E}}\right)=1$ to obtain the formula promised in Theorem 1.1. Finally, since $n \mapsto 2\left[\mathcal{E}\left(\mathbb{E} \mu_{A_{n+1}^{\text {GUE }}}\right)-\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\mathrm{GUE}}}\right)\right]=\log (n+1)-\log n-\frac{1+2 n}{2 n(n+1)}$ is negative and strictly increasing, we get that $n \mapsto \mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)$ is strictly decreasing and strictly convex.

## 4. Logarithmic energy of complex Ginibre

The goal of this section is to prove Theorem 1.2. Recalling (2.8), we have

$$
\mathbb{E} \mu_{A_{n}^{\operatorname{Gin}}}(\mathrm{d} z)=\sqrt{n} \sigma_{n}^{\operatorname{Gin}}(z \sqrt{n}) \mathrm{d} z, \quad \text { with } \quad \sigma_{n}^{\operatorname{Gin}}(z)=\frac{\Gamma(n,|z|)}{n \pi}, \quad z \in \mathbb{C}
$$

where we introduced the upper incomplete Gamma function (see [19, Eq. (15.1.16)])

$$
\begin{equation*}
\Gamma(n, r):=\int_{r}^{\infty} x^{n-1} \mathrm{e}^{-x} \mathrm{~d} x=(n-1)!\mathrm{e}^{-r} \sum_{k=0}^{n-1} \frac{r^{k}}{k!} \tag{4.1}
\end{equation*}
$$

From this, we have that for any integrable function $f: \mathbb{C} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\int_{\mathbb{C}} f(z) \mathbb{E} \mu_{A_{n}^{\operatorname{Gin}}}(\mathrm{d} z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} \theta \int_{0}^{\infty} f\left(\sqrt{\frac{r}{n}} \mathrm{e}^{\mathrm{i} \theta}\right) \frac{\Gamma(n, r)}{n!} \mathrm{d} r . \tag{4.2}
\end{equation*}
$$

Using this for instance with $f=|\cdot|^{2}$ gives

$$
\begin{equation*}
\int_{\mathbb{C}}|z|^{2} \mathbb{E} \mu_{A_{n}^{\text {Gin }}}(\mathrm{d} z)=\frac{1}{n^{2}} \sum_{k=0}^{n-1} \frac{1}{k!} \int_{0}^{\infty} r^{k+1} \mathrm{e}^{-r} \mathrm{~d} r=\frac{1}{n^{2}} \sum_{k=0}^{n-1} \frac{(k+1)!}{k!}=\frac{1}{n^{2}} \sum_{k=1}^{n} k=\frac{1}{2}+\frac{1}{2 n} . \tag{4.3}
\end{equation*}
$$

We start by reducing the calculation of the logarithmic energy to that of the expectation of some random variable.

Lemma 4.1. For every integer $n \geq 1$, denote by $B_{n}:=\min \left(\frac{X_{n}}{Y_{n}}, \frac{Y_{n}}{X_{n}}\right)$ where $\left(X_{n}, Y_{n}\right)$ is a pair of i.i.d. $\operatorname{Gamma}(n+1,1)$ variables, i.e., the density of $X_{n}$ is given by $\frac{x^{n}}{n!} \mathrm{e}^{-x} \mathbb{1}_{[0, \infty)}$. Then

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right)=\frac{\log n}{2}+\frac{1+\gamma-H_{n}}{2}+\frac{1}{4} \mathbb{E} \log \left(B_{n} \mathrm{e}^{-B_{n}}\right),
$$

where we recall that $H_{n}$ is the $n$-th harmonic number and $\gamma$ is Euler-Mascheroni's constant, see (2.1) and (2.3).

Proof. Note that

$$
\int_{0}^{2 \pi} \int_{0}^{2 \pi} \log \left|\sqrt{r} \mathrm{e}^{\mathrm{i} \theta}-\sqrt{s} \mathrm{e}^{\mathrm{i} \varphi}\right| \mathrm{d} \theta \mathrm{~d} \varphi=2 \pi^{2} \log \max (r, s), \quad r, s>0
$$

which is an easy consequence of the standard formula $\int_{0}^{2 \pi} \log \left|r-\mathrm{e}^{\mathrm{i} \theta}\right| \mathrm{d} \theta=2 \pi \log \max (r, 1)$. Using this and (4.2), we can write

$$
\begin{aligned}
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right) & =-\iint_{\mathbb{C}^{2}} \log |x-y| \mathbb{E} \mu_{A_{n}^{\text {Gin }}}(\mathrm{d} x) \mathbb{E} \mu_{A_{n}^{\text {Gin }}}(\mathrm{d} y) \\
& =\frac{\log n}{2}-\frac{1}{2} \iint_{(0, \infty)^{2}} \frac{\Gamma(n, r) \Gamma(n, s)}{n!^{2}} \log \max (r, s) \mathrm{d} r \mathrm{~d} s
\end{aligned}
$$

The integral formula for the upper incomplete Gamma function in (4.1) and Fubini's theorem give

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right)=\frac{\log n}{2}-\frac{1}{2} \iint_{[0, \infty)^{2}} \frac{(x y)^{n-1} \mathrm{e}^{-x-y}}{n!^{2}}\left(\int_{0}^{x} \mathrm{~d} r \int_{0}^{y} \mathrm{~d} s \log \max (r, s)\right) \mathrm{d} x \mathrm{~d} y
$$

We observe at this point that $x y \frac{(x y)^{n-1} \mathrm{e}^{-x-y}}{n!^{2}}$ is the joint density of a pair $\left(X_{n}, Y_{n}\right)$ of independent and identically distributed $\operatorname{Gamma}(n+1,1)$ random variables. In order to use this fact, we force an extra factor $x y$ as follows:

$$
\begin{aligned}
\int_{0}^{x} \mathrm{~d} r \int_{0}^{y} \mathrm{~d} s \log \max (r, s) & =\frac{1}{2} \min (x, y)^{2}+x y(\log \max (x, y)-1) \\
& =\frac{1}{2} x y \min \left(\frac{x}{y}, \frac{y}{x}\right)+x y\left(\frac{1}{2} \log \max \left(\frac{x}{y}, \frac{y}{x}\right)+\frac{1}{2} \log x y-1\right) \\
& =x y\left(-1+\frac{\log (x)+\log (y)}{2}\right)-\frac{1}{2} x y \log \left(\min \left(\frac{x}{y}, \frac{y}{x}\right) \mathrm{e}^{-\min \left(\frac{x}{y}, \frac{y}{x}\right)}\right)
\end{aligned}
$$

where we have intentionally used the quantities $x / y$ and $y / x$, in such a way that if we consider the random variables $Z_{n}:=X_{n} / Y_{n}$ and $B_{n}:=\min \left(Z_{n}, 1 / Z_{n}\right)$, then

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\operatorname{Gin}}}\right)=\frac{\log n}{2}+\frac{1}{2}-\frac{1}{2} \mathbb{E} \frac{\log \left(X_{N}\right)+\log \left(Y_{N}\right)}{2}+\frac{1}{4} \mathbb{E} \log \left(B_{N} \mathrm{e}^{-B_{N}}\right) .
$$

The log-moment of the $\operatorname{Gamma}(n+1,1)$ distribution is known to be

$$
\mathbb{E} \log X_{n}=\mathbb{E} \log Y_{n}=H_{n}-\gamma
$$

(it suffices to consider the derivative of $\mathbb{E} X^{t}=\frac{\Gamma(n+1+t)}{n!}$ at $t=0$, which amounts to taking the log-derivative of $\Gamma(n+1+t)=(n+t) \cdots(1+t) \Gamma(1+t)$ at $t=0$, and to recall that $\left.\gamma=-\Gamma^{\prime}(1)\right)$. The lemma follows.

Next, we calculate the corresponding expectation appearing in the previous lemma.
Lemma 4.2. Let $B_{n}:=\min \left(\frac{X_{n}}{Y_{n}}, \frac{Y_{n}}{X_{n}}\right)$ where $\left(X_{n}, Y_{n}\right)$ is a pair of i.i.d. Gamma $(n+1,1)$ random variables. Then

$$
\mathbb{E} \log \left(B_{n} \mathrm{e}^{-B_{n}}\right)=-\frac{n+1}{n}+2 \sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k(k-1)}
$$

Proof. Note that a ratio of two independent $\operatorname{Gamma}(n+1,1)$ random variables follows the "Beta prime distribution" [17, p. 248] with parameters $(n+1, n+1)$; its probability density function is

$$
x \in[0, \infty) \mapsto \frac{1}{\mathrm{~B}(n+1, n+1)} x^{n}(1+x)^{-2 n-2}
$$

where

$$
\begin{equation*}
\mathrm{B}(n+1, n+1):=\int_{0}^{1} x^{n}(1-x)^{n} \mathrm{~d} x=\frac{1}{(n+1)\binom{2 n+1}{n}} \tag{4.4}
\end{equation*}
$$

Therefore, denoting $Z_{n}=\frac{X_{n}}{Y_{n}}$, we have

$$
\begin{align*}
\mathbb{E} \log \left(B_{n} \mathrm{e}^{-B_{n}}\right) & =\mathbb{E} \mathbb{1}_{\left\{Z_{n}<1\right\}} \log \left(Z_{n} \mathrm{e}^{-Z_{n}}\right)+\mathbb{E} \mathbb{1}_{\left\{Z_{n}^{-1}<1\right\}} \log \left(Z_{n}^{-1} \mathrm{e}^{-Z_{n}^{-1}}\right) \\
& =2 \mathbb{E} \mathbb{1}_{\left\{Z_{n}<1\right\}} \log \left(Z_{n} \mathrm{e}^{-Z_{N}}\right) \\
& =2(n+1)\binom{2 n+1}{n} \int_{0}^{1} \log \left(x \mathrm{e}^{-x}\right) x^{n}(1+x)^{-2 n-2} \mathrm{~d} x . \tag{4.5}
\end{align*}
$$

The change of variable $u=x /(1+x)$ which maps $[0,1]$ to $\left[0, \frac{1}{2}\right]$ and $\log \left(x \mathrm{e}^{-x}\right)=\log x-x$ give

$$
\begin{equation*}
\int_{0}^{1} \log \left(x \mathrm{e}^{-x}\right) x^{n}(1+x)^{-2 n-2} \mathrm{~d} x=\int_{0}^{\frac{1}{2}} \log \left(\frac{u}{1-u}\right) u^{n}(1-u)^{n} \mathrm{~d} u-\int_{0}^{\frac{1}{2}} u^{n+1}(1-u)^{n-1} \mathrm{~d} u \tag{4.6}
\end{equation*}
$$

The last integral is an incomplete Beta integral which can be computed by integration by parts as

$$
\begin{align*}
\int_{0}^{\frac{1}{2}} u^{n+1}(1-u)^{n-1} \mathrm{~d} u & =\frac{n+1}{n} \int_{0}^{\frac{1}{2}} u^{n}(1-u)^{n} \mathrm{~d} u-\left[u^{n+1} \frac{(1-u)^{n}}{n}\right]_{0}^{\frac{1}{2}} \\
& =\frac{n+1}{2 n} \int_{0}^{1} u^{n}(1-u)^{n} \mathrm{~d} u-\frac{1}{n 2^{2 n+1}} \\
& =\frac{1}{2 n\binom{2 n+1}{n}}-\frac{1}{n 2^{2 n+1}} \tag{4.7}
\end{align*}
$$

where we used crucially the symmetry of $u^{n}(1-u)^{n}$ around $u=\frac{1}{2}$ and (4.4). The first integral on the right-hand side of (4.6) equals

$$
\begin{aligned}
\int_{0}^{\frac{1}{2}} \log \left(\frac{u}{1-u}\right) u^{n}(1-u)^{n} \mathrm{~d} u & =\int_{0}^{\frac{1}{4}} v^{n}(1-4 v)^{-\frac{1}{2}} \log \left(\frac{1-\sqrt{1-4 v}}{1+\sqrt{1-4 v}}\right) \mathrm{d} v \\
& =\sum_{k=0}^{\infty}\binom{2 k}{k} \int_{0}^{\frac{1}{4}} v^{k+n} \log \left(\frac{1-\sqrt{1-4 v}}{1+\sqrt{1-4 v}}\right) \mathrm{d} v \\
& =-\sum_{k=0}^{\infty} \frac{\binom{2 k}{k}}{k+n+1} \int_{0}^{\frac{1}{4}} v^{k+n}(1-4 v)^{-\frac{1}{2}} \mathrm{~d} v \\
& =-\sum_{k, \ell=0}^{\infty} \frac{4^{-(k+\ell+n+1)}\binom{2 k}{k}\binom{2 \ell}{\ell}}{(k+n+1)(k+\ell+n+1)}
\end{aligned}
$$

where the first equality is due to the change of variable $v=u(1-u)$, the second and fourth equalities come from the Newton series expansion $(1-4 v)^{-\frac{1}{2}}=\sum_{k=0}^{\infty}\binom{2 k}{k} v^{k}$ (valid for $\left.|v|<\frac{1}{4}\right)$ and Fubini's theorem, and the third equality follows from integration by parts (the logarithmic term has derivative $1 / v \sqrt{1-4 v})$. Gathering the terms of this last series by $k+\ell$ leads to

$$
\begin{align*}
\int_{0}^{\frac{1}{2}} \log \left(\frac{u}{1-u}\right) u^{n}(1-u)^{n} \mathrm{~d} u & =-\sum_{k=0}^{\infty} \frac{4^{-(k+n+1)}}{k+n+1} \sum_{r=0}^{k} \frac{\binom{2 r}{r}\binom{2 k-2 r}{k-r}}{r+n+1} \\
& =-\frac{1}{2} \sum_{k=0}^{\infty} \frac{4^{-(k+n+1)}\binom{2 k+2 n+2}{k+n+1}}{(k+n+1)(n+1)\binom{2 n+1}{n}} \\
& =-\frac{1}{2(n+1)\binom{2 n+1}{n}} \sum_{k=n+1}^{\infty} \frac{\binom{2 k}{k}}{4^{k} k} \tag{4.8}
\end{align*}
$$

where the second equality follows from the combinatorial identities [12, (3.95) \& (Z.45)]

$$
\sum_{r=0}^{k}\binom{2 r}{r}\binom{2 k-2 r}{k-r} \frac{n+1}{n+1+r}=2^{2 k} \frac{\binom{n+k+\frac{1}{2}}{k}}{\binom{n+k+1}{k}}=\frac{\binom{2 n+2 k+2}{n+k+1}}{\binom{2 n+2}{n+1}}
$$

Plugging (4.6) $=(4.8)-(4.7)$ back into (4.5), we get

$$
\mathbb{E}\left[\log \left(B_{n} \mathrm{e}^{-B_{n}}\right)\right]=\frac{(n+1)\binom{2 n+1}{n}}{4^{n} n}-\frac{n+1}{n}-\sum_{k=n+1}^{\infty} \frac{\binom{2 k}{k}}{4^{k} k}
$$

We can slightly simplify this last expression if we notice that

$$
\frac{\binom{2 k}{k}}{k}=\frac{\binom{2 k+1}{k}-\binom{2 k}{k-1}}{k}=\frac{\binom{2 k+2}{k+1}}{2 k}-\frac{\binom{2 k}{k}}{k+1},
$$

so

$$
\begin{aligned}
\sum_{k=n+1}^{\infty} \frac{\binom{2 k}{k}}{4^{k} k} & =\sum_{k=n+1}^{\infty} \frac{\binom{2 k+2}{k+1}}{2^{2 k+1} k}-\sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k+1} \\
& =2 \sum_{k=n+2}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k-1}-\frac{\binom{2 n+1}{n+1}}{4^{n}}
\end{aligned}
$$

by reindexation for the first sum and using for the second sum the Gauss summation theorem [3, Theorem 1.3 for the hypergeometric series $\left.{ }_{2} F_{1}\left(1, n+\frac{3}{2} ; n+3 ; 1\right)\right]$. Reintroducing the term at $k=n+1$ and subtracting twice the left-hand side on both sides, we arrive at

$$
-\sum_{k=n+1}^{\infty} \frac{\binom{2 k}{k}}{4^{k} k}=2 \sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k(k-1)}-\frac{(n+1)\binom{2 n+1}{n}}{4^{n} n}
$$

which implies the desired identity.

We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Combining (4.3) together with Lemmas 4.1 and 4.2, we have

$$
\mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {Gin }}}\right)=\underbrace{\frac{3}{4}+\frac{1}{2}\left(\log n+\gamma+\frac{1}{2 n}-H_{n}\right)}_{a_{n}}+\underbrace{\frac{1}{2} \sum_{k=n+1}^{\infty} \frac{4^{-k}\binom{2 k}{k}}{k(k-1)}}_{b_{n}},
$$

which proves the first part of the theorem. Finally, we have already seen at the very end of the proof of Theorem 1.1 that $n \mapsto a_{n}$ is decreasing and strictly convex. Moreover, $n \mapsto b_{n}$ is obviously strictly decreasing, and it is easily checked that

$$
\left(b_{n+1}-b_{n}\right)-\left(b_{n}-b_{n-1}\right)=\frac{(2 n)!}{(n+1)!^{2}\left(n^{2}-1\right)}\left[4(n+1)^{3}-(2 n+2)(2 n+1)(n-1)\right]>0
$$

This concludes the proof.

## 5. Logarithmic energy of LUE

The goal of this section is to prove Theorem 1.3. The first step is to reformulate the level density $\sigma_{n}^{\text {LUE }}$ in (2.9) in terms of a linear combination of the Laguerre polynomials. Let us record here their explicit expression (easily derived from Leibniz' differentiation formula):

$$
\begin{equation*}
L_{k}(s)=\sum_{i=0}^{k} \frac{(-1)^{i}}{i!}\binom{k}{i} s^{i}, \tag{5.1}
\end{equation*}
$$

see, e.g., [16, Theorem 4.6.1].
Lemma 5.1. For every $s \in \mathbb{R}_{+}$,

$$
\sigma_{n}^{\mathrm{LUE}}(s)=2 \mathrm{e}^{-s} \sum_{k=0}^{n-1}(-1)^{n-k}\binom{n-1}{k}\binom{k-\frac{1}{2}}{n} L_{2 k}(2 s) .
$$

Proof. We plug in Howell's identity on Laguerre polynomials [15, (7.1)],

$$
L_{k}(s)^{2}=\frac{1}{4^{k}} \sum_{r=0}^{k}\binom{2 r}{r}\binom{2 k-2 r}{k-r} L_{2 r}(2 s)
$$

into the expression (2.9) to get

$$
\begin{aligned}
\sigma_{n}^{\mathrm{LUE}}(s) & =\frac{1}{n} \mathrm{e}^{-s} \sum_{r=0}^{n-1} \frac{\binom{2 r}{r}}{4^{r}}\left(\sum_{k=0}^{n-1-r} \frac{\binom{2 k}{k}}{4^{k}}\right) L_{2 r}(2 s) \\
& =\frac{1}{n} \mathrm{e}^{-s} \sum_{r=0}^{n-1} \frac{\binom{2 r}{r}}{4^{r}}\binom{n-r-\frac{1}{2}}{n-r-1} L_{2 r}(2 s),
\end{aligned}
$$

where the appearance of the generalized binomial coefficient (see (2.2)) results from [12, (1.109)]. The proof is completed using the alternative expression

$$
4^{-r}\binom{2 r}{r}\binom{n-r-\frac{1}{2}}{n-r-1}=2 n(-1)^{n-r}\binom{n-1}{r}\binom{r-\frac{1}{2}}{n}
$$

given by $[12,(\mathrm{Z} .46) \&(\mathrm{Z} .55)]$.
We next derive the following expansion of the logarithmic energy of LUE.
Lemma 5.2. We have

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=\log (2 n)+\gamma-\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-J(t)\right)
$$

where

$$
\begin{aligned}
& J(t):=2 \sum_{0 \leq k, \ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n} \\
& \times \int_{0}^{\infty} \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y
\end{aligned}
$$

Proof. By (2.9) and the change of variable $x \leftarrow x / 2 n$, we have

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{L U E}}\right)=\log (2 n)+\mathcal{E}(\nu)
$$

where $\nu(\mathrm{d} x):=\frac{1}{2} \sigma_{n}^{\mathrm{LUE}}\left(\frac{x}{2}\right) \mathrm{d} x$. Applying Lemma 2.1 with $p=1$, it follows that

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=\log (2 n)+\gamma-\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-\frac{1}{4} \iint_{(0, \infty)^{2}} \mathrm{e}^{-t|x-y|} \sigma_{n}^{\mathrm{LUE}}\left(\frac{x}{2}\right) \sigma_{n}^{\mathrm{LUE}}\left(\frac{y}{2}\right) \mathrm{d} x \mathrm{~d} y\right)
$$

The previous double integral over $(0, \infty)^{2}$ is twice the same integral over $\{0<y<x\}$ by symmetry of $x$ and $y$, and plugging in the expression in Lemma 5.1, we get

$$
\begin{aligned}
\frac{1}{4} \iint_{(0, \infty)^{2}} \mathrm{e}^{-t|x-y|} \rho_{n}\left(\frac{x}{2}\right) \rho_{n}\left(\frac{y}{2}\right) \mathrm{d} x \mathrm{~d} y=2 \sum_{0 \leq k, \ell<n} & (-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n} \\
& \times \int_{0}^{\infty} \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y
\end{aligned}
$$

This finishes the proof.
Next, we calculate the double integral appearing in $J(t)$ above. We first need the following binomial identity.

Lemma 5.3. For all integers $k, \ell, p \geq 0$,

$$
\sum_{i=0}^{\ell}(-1)^{i+k}\binom{\ell}{i+p}\binom{i}{k}=\mathbb{1}_{\{k=\ell, p=0\}}+\mathbb{1}_{\{\ell>k, p \geq 1\}}\binom{\ell-k-1}{p-1}
$$

Proof. Let $k \geq 0$, and let $x_{i}:=(-1)^{i}\binom{i}{k}$ and $y_{i}:=(-1)^{k} \mathbb{1}_{\{i=k\}}$ for $i \geq 0$. We have

$$
x_{\ell}=\sum_{i=0}^{\ell}(-1)^{\ell-i}\binom{\ell}{i} y_{i}
$$

for all $\ell \geq 0$, so Pascal's inversion formula yields

$$
y_{\ell}=\sum_{i=0}^{\ell}\binom{\ell}{i} x_{i}=\sum_{i=0}^{\ell}(-1)^{i}\binom{\ell}{i}\binom{i}{k} .
$$

This proves the case $p=0$. We now assume $p \geq 1$ and proceed by induction on $\ell \geq 0$. The identity is clear for $\ell=0$. Let us assume $\ell \geq 1$. Then Pascal's triangle gives

$$
\begin{aligned}
\sum_{i=0}^{\ell} & (-1)^{i+k}\binom{\ell}{i+p}\binom{i}{k} \\
& =\sum_{i=0}^{\ell-1}(-1)^{i+k}\binom{\ell-1}{i+p}\binom{i}{k}-\sum_{i=0}^{\ell-1}(-1)^{i+k}\binom{\ell-1}{i+p-1}\binom{i}{k} \\
& =\mathbb{1}_{\{\ell>k+1\}}\binom{\ell-k-2}{p-1}+\mathbb{1}_{\{\ell=k+1, p=1\}}+\mathbb{1}_{\{\ell>k+1, p \geq 2\}}\binom{\ell-k-2}{p-2} \\
& =\mathbb{1}_{\{\ell>k\}}\binom{\ell-k-1}{p-1},
\end{aligned}
$$

in virtue of the base cases and the induction hypothesis. This establishes the claim.

Lemma 5.4. For all $k, \ell \in \mathbb{Z}_{+}$and $t>0$, we have

$$
\int_{0}^{\infty} \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y=\frac{\mathbb{1}_{\{k=\ell\}}}{t+\frac{1}{2}}-\mathbb{1}_{\{k>\ell\}} \frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}
$$

Proof. Suppose $t \neq \frac{1}{2}$. Repeated integration by parts allows us to write

$$
\int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y=-\sum_{p=0}^{2 \ell}\left(\frac{1}{2}-t\right)^{-p-1}\left[\mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}^{(p)}(y)\right]_{y=0}^{y=x}
$$

where (5.1) gives the $p$-th derivative of $L_{2 \ell}$ :

$$
L_{2 \ell}^{(p)}(y)=(-1)^{p} \sum_{i=0}^{2 \ell} \frac{(-1)^{i}}{i!}\binom{2 \ell}{i+p} y^{i}
$$

Therefore

$$
\begin{aligned}
\int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y & =\sum_{p=0}^{2 \ell}\left(t-\frac{1}{2}\right)^{-p-1}\left[\mathrm{e}^{-\left(\frac{1}{2}-t\right) x} \sum_{i=0}^{2 \ell} \frac{(-1)^{i}}{i!}\binom{2 \ell}{i+p} x^{i}-\binom{2 \ell}{p}\right] \\
& =\sum_{p=0}^{2 \ell} \frac{1}{\left(t-\frac{1}{2}\right)^{p+1}} \sum_{i=0}^{2 \ell} \frac{(-1)^{i}}{i!}\binom{2 \ell}{i+p} x^{i} \mathrm{e}^{-\left(\frac{1}{2}-t\right) x}-\frac{\left(t+\frac{1}{2}\right)^{2 \ell}}{\left(t-\frac{1}{2}\right)^{2 \ell+1}},
\end{aligned}
$$

where the last equality is due to the binomial theorem. Since

$$
\int_{0}^{\infty} \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x=\frac{\left(t-\frac{1}{2}\right)^{2 k}}{\left(t+\frac{1}{2}\right)^{2 k+1}}
$$

(see, e.g., $\left[9,4.11 .(25)\right.$, p. 174]), we get that for all $k, \ell \in \mathbb{Z}_{+}$and $t>0$,

$$
\begin{aligned}
\int_{0}^{\infty} & \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y \\
& =\sum_{p=0}^{2 \ell} \frac{1}{\left(t-\frac{1}{2}\right)^{p+1}} \sum_{i=0}^{2 \ell} \frac{(-1)^{i}}{i!}\binom{2 \ell}{i+p} \int_{0}^{\infty} \mathrm{e}^{-x} x^{i} L_{2 k}(x) \mathrm{d} x-\frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}} .
\end{aligned}
$$

Next, we combine the orthogonality relations (2.10) with the identity

$$
\frac{x^{i}}{i!}=\sum_{j=0}^{i}(-1)^{j}\binom{i}{j} L_{j}(x)
$$

(which can be derived from (5.1) by Pascal's inversion formula) to get

$$
\int_{0}^{\infty} \mathrm{e}^{-x} x^{i} L_{2 k}(x) \mathrm{d} x=i!\sum_{j=0}^{i}(-1)^{j}\binom{i}{j} \mathbb{1}_{\{j=2 k\}}=i!\binom{i}{2 k} .
$$

Thus

$$
\begin{aligned}
\int_{0}^{\infty} & \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y \\
& =\sum_{p=0}^{2 \ell} \frac{1}{\left(t-\frac{1}{2}\right)^{p+1}} \sum_{i=0}^{2 \ell}(-1)^{i}\binom{2 \ell}{i+p}\binom{i}{2 k}-\frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}
\end{aligned}
$$

Note that $\binom{i}{2 k} \neq 0$ implies $\ell \geq k$, since we are summing over $0 \leq i \leq 2 \ell$. In fact, we have

$$
\sum_{i=0}^{2 \ell}(-1)^{i}\binom{2 \ell}{i+p}\binom{i}{2 k}=\mathbb{1}_{\{k=\ell, p=0\}}+\mathbb{1}_{\{\ell>k, p \geq 1\}}\binom{2 \ell-2 k-1}{p-1}
$$

by Lemma 5.3 above, so

$$
\begin{aligned}
\sum_{p=0}^{2 \ell} \frac{1}{\left(t-\frac{1}{2}\right)^{p+1}} \sum_{i=0}^{2 \ell}(-1)^{i}\binom{2 \ell}{i+p}\binom{i}{2 k} & =\frac{\mathbb{1}_{\{k=\ell\}}}{t-\frac{1}{2}}+\frac{\mathbb{1}_{\{\ell>k\}}}{\left(t-\frac{1}{2}\right)^{2}}\left(1+\frac{1}{t-\frac{1}{2}}\right)^{2 \ell-2 k-1} \\
& =\frac{\mathbb{1}_{\{k=\ell\}}}{t-\frac{1}{2}}+\mathbb{1}_{\{\ell>k\}} \frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}
\end{aligned}
$$

where we used the binomial theorem again. Hence

$$
\begin{aligned}
\int_{0}^{\infty} & \mathrm{e}^{-\left(t+\frac{1}{2}\right) x} L_{2 k}(x) \mathrm{d} x \int_{0}^{x} \mathrm{e}^{-\left(\frac{1}{2}-t\right) y} L_{2 \ell}(y) \mathrm{d} y \\
& =\frac{\mathbb{1}_{\{k=\ell\}}}{t-\frac{1}{2}}+\mathbb{1}_{\{\ell>k\}} \frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}-\frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}} \\
& =\frac{\mathbb{1}_{\{k=\ell\}}}{t+\frac{1}{2}}-\mathbb{1}_{\{k>\ell\}} \frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}} .
\end{aligned}
$$

That this also holds for $t=\frac{1}{2}$ is anecdotal and not difficult to check (e.g., using $L_{2 \ell}^{\prime}-L_{2 \ell+1}^{\prime}=L_{2 \ell}$ and the orthogonality relations (2.10)). Details are left to the interested reader.

Before we move to the proof of Theorem 1.3, we need the following two calculations.
Lemma 5.5. We have

$$
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{2}{1+t}-\frac{1}{t+\frac{1}{2}}\right)=2 \log 2
$$

and for any integer $m \geq 0$,

$$
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{4}{1+t}+\frac{\left(t-\frac{1}{2}\right)^{2 m-1}}{\left(t+\frac{1}{2}\right)^{2 m+1}}\right)=4\left(\log 2+2 \widetilde{H}_{m}\right)
$$

where $\widetilde{H}_{m}:=1+\frac{1}{3}+\cdots+\frac{1}{2 m-1}$.
Proof. The first part of the lemma is clear since

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{2}{1+t}-\frac{1}{t+\frac{1}{2}}\right)=2\left[\log \frac{1+2 t}{1+t}\right]_{t=0}^{\infty}=2 \log 2 \tag{5.2}
\end{equation*}
$$

Next, the change of variable $u \leftarrow 1 /(2+t)$ gives

$$
\begin{align*}
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{2}{t+\frac{1}{2}}+\frac{\left(t-\frac{1}{2}\right)^{2 m-1}}{\left(t+\frac{1}{2}\right)^{2 m+1}}\right) & =4 \int_{0}^{1} \frac{1-u(2 u-1)^{2 m-1}}{1-u} \mathrm{~d} u \\
& =4 \int_{0}^{1} \frac{1-(2 u-1)^{2 m-1}}{1-u} \mathrm{~d} u \\
& =8 \sum_{k=0}^{2 m-2} \int_{0}^{1}(2 u-1)^{k} \mathrm{~d} u \\
& =8 \widetilde{H}_{m} \tag{5.3}
\end{align*}
$$

using that $2 \int_{0}^{1}(2 u-1)^{k} \mathrm{~d} u=\left[1+(-1)^{k}\right] /(k+1)$. The second part of the lemma then follows by doubling (5.2) and adding (5.3).

Lemma 5.6. We have

$$
16 \sum_{0 \leq k<\ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n} \widetilde{H}_{\ell-k}=H_{n}-\frac{1}{2 n}-\frac{1}{2},
$$

where we recall that $H_{n}:=1+\frac{1}{2}+\cdots+\frac{1}{n}$ and $\widetilde{H}_{m}:=1+\frac{1}{3}+\cdots+\frac{1}{2 m-1}$.

Proof. Let us call $A_{n}$ the left-hand side. Observe from (5.1) and Lemma 5.1 that $L_{k}(0)=1$ and $\sigma_{n}^{\mathrm{LUE}}(0)=1$, that is

$$
\begin{equation*}
\sum_{k=0}^{n-1} p_{k}=1, \quad \text { where } p_{k}:=2(-1)^{n-k}\binom{n-1}{k}\binom{k-\frac{1}{2}}{n} \geq 0 \tag{5.4}
\end{equation*}
$$

We also observe for any integer $m \in \mathbb{Z}$ the telescoping summation

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(\frac{1}{j+\frac{1}{2}}-\frac{1}{j+\frac{1}{2}+m}\right)=\sum_{j=0}^{|m|-1} \frac{1}{j+\frac{1}{2}}=2 \widetilde{H}_{|m|}, \tag{5.5}
\end{equation*}
$$

so that we can get rid of the restriction $\ell>k$ and write

$$
\begin{aligned}
A_{n} & =\sum_{j=0}^{\infty} \sum_{0 \leq k, \ell<n} p_{k} p_{\ell}\left(\frac{1}{j+\frac{1}{2}}-\frac{1}{j+\frac{1}{2}+\ell-k}\right) \\
& =\sum_{j=0}^{\infty}\left(\frac{1}{j+\frac{1}{2}}-\sum_{k=0}^{n-1} p_{k} \mathbb{E} \frac{1}{j+\frac{1}{2}+X-k}\right)
\end{aligned}
$$

where $X$ is a random variable with law $\left(p_{\ell}\right)_{0 \leq \ell<n}$. We now compute the Cauchy-Stieltjes transform

$$
S(z):=\mathbb{E} \frac{1}{z+X}=\sum_{\ell=0}^{n-1} \frac{p_{\ell}}{z+\ell},
$$

which has simple poles at $z=-\ell$ for $0 \leq \ell<n$. Written as a rational fraction, $S(z)=P(z) / Q(z)$ where $Q(z):=z(z+1) \cdots(z+n-1)$ and, by uniqueness of the partial fraction decomposition, $P(z)$ is a polynomial of degree less than $n$ determined by the relations

$$
p_{\ell}=\lim _{z \rightarrow-\ell}(z+\ell) S(z)=\frac{P(-\ell)}{\prod_{\substack{0 \leq k<n \\ k \neq \ell}}(k-\ell)}=\frac{(-1)^{\ell} P(-\ell)}{\ell!(n-1-\ell)!},
$$

for all $0 \leq \ell<n$, that is, after (5.4),

$$
\begin{aligned}
P(-\ell) & =2(-1)^{n}(n-1)!\binom{\ell-\frac{1}{2}}{n} \\
& =\frac{2}{n}\left(-\ell+\frac{1}{2}\right) \cdots\left(-\ell+n-\frac{1}{2}\right) .
\end{aligned}
$$

This entails the equality of polynomials $P(z)=\frac{2}{n}\left(\left(z+\frac{1}{2}\right) \cdots\left(z+n-\frac{1}{2}\right)-Q(z)\right)$, and we have thus found

$$
\begin{equation*}
S(z)=\mathbb{E} \frac{1}{z+X}=\frac{2}{n}(R(z)-1), \quad \text { where } R(z):=\frac{z+\frac{1}{2}}{z} \times \cdots \times \frac{z+n-\frac{1}{2}}{z+n-1} \tag{5.6}
\end{equation*}
$$

valid for $-z \notin\{0, \ldots, n-1\}$. As a result, noting that $S\left(j+\frac{1}{2}-k\right)=-\frac{2}{n}$ for $j<k<n$,

$$
\begin{aligned}
A_{n} & =\mathbb{E} \sum_{j=0}^{\infty}\left(\frac{1}{j+\frac{1}{2}}-S\left(j+\frac{1}{2}-X\right)\right) \\
& =\mathbb{E}\left[\sum_{j=0}^{X-1}\left(\frac{1}{j+\frac{1}{2}}+\frac{2}{n}\right)+\sum_{j=0}^{\infty}\left(\frac{1}{j+\frac{1}{2}+X}-S\left(j+\frac{1}{2}\right)\right)\right] \\
& =\frac{2}{n} \mathbb{E} X+2 \mathbb{E} \widetilde{H}_{X},
\end{aligned}
$$

by (5.5). To compute $\mathbb{E} X$, we let $z \rightarrow \infty$ in

$$
\mathbb{E} \frac{z X}{z+X}=z\left(1-\mathbb{E} \frac{z}{z+X}\right)=z(1-z S(z))
$$

where, from (5.6),

$$
S(z)=\frac{1}{z}-\frac{n-1}{4 z^{2}}+o\left(\frac{1}{z^{2}}\right)
$$

Thus $\mathbb{E} X=\frac{n-1}{4}$. It remains to evaluate $2 \mathbb{E} \widetilde{H}_{X}$. In this direction, we rewrite

$$
p_{k}:=2(-1)^{n-k}\binom{n-1}{k}\binom{k-\frac{1}{2}}{n}=\frac{(-1)^{n-1}}{n}\binom{-\frac{1}{2}}{k}\binom{-\frac{3}{2}}{n-1-k},
$$

and differentiate Vandermonde's convolution identity [12, (3.1)]

$$
\sum_{k=0}^{n-1}\binom{x}{k}\binom{y}{n-1-k}=\binom{x+y}{n-1}, \quad x, y \in \mathbb{R}
$$

with respect to $x$ to get (recall (2.2))

$$
\sum_{k=0}^{n-1}\binom{x}{k}\binom{y}{n-1-k} \sum_{i=0}^{k-1} \frac{1}{x-i}=\binom{x+y}{n-1} \sum_{i=0}^{n-2} \frac{1}{x+y-i}
$$

Plugging in $x:=-\frac{1}{2}$ and $y:=-\frac{3}{2}$ produces

$$
\sum_{k=0}^{n-1}\binom{-\frac{1}{2}}{k}\binom{-\frac{3}{2}}{n-1-k} \sum_{i=0}^{k-1} \frac{1}{i+\frac{1}{2}}=\binom{-2}{n-1} \sum_{i=0}^{n-2} \frac{1}{i+2}=(-1)^{n-1} n\left(H_{n}-1\right)
$$

hence

$$
2 \mathbb{E} \widetilde{H}_{X}=H_{n}-1
$$

We conclude that

$$
A_{n}=\frac{2}{n} \mathbb{E} X+2 \mathbb{E} \widetilde{H}_{X}=\frac{n-1}{2 n}+H_{n}-1=H_{n}-\frac{1}{2}-\frac{1}{2 n},
$$

as stated.
We are now in place to prove Theorem 1.3.
Proof of Theorem 1.3. We start by combining Lemmas 5.2 and 5.4 to write

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=\log (2 n)+\gamma-\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-J(t)\right)
$$

where

$$
J(t)=2 \sum_{0 \leq k, \ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n}\left\{\frac{\mathbb{1}_{\{k=\ell\}}}{t+\frac{1}{2}}-\mathbb{1}_{\{k>\ell\}} \frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}\right\} .
$$

Recall from (5.4) that

$$
\begin{equation*}
2 \sum_{k=0}^{n-1}(-1)^{n-k}\binom{2 k}{k}\binom{k-\frac{1}{2}}{n}=1 \tag{5.7}
\end{equation*}
$$

whence, by squaring,

$$
\begin{equation*}
4 \sum_{0 \leq k, \ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n}=1 \tag{5.8}
\end{equation*}
$$

Exploiting the symmetry in $k$ and $\ell$, we write

$$
\begin{equation*}
\bullet=2 \sum_{0 \leq k, \ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n}\left[\mathbb{1}_{\{k=\ell\}} 2 \bullet+\mathbb{1}_{\{k>\ell\}} 4 \bullet\right], \tag{5.9}
\end{equation*}
$$

to get

$$
\begin{aligned}
\int \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}-J(t)\right)= & 2 \sum_{0 \leq k, \ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n} \\
& \times \int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left\{\mathbb{1}_{\{k=\ell\}}\left(\frac{2}{1+t}-\frac{1}{t+\frac{1}{2}}\right)+\mathbb{1}_{\{k>\ell\}}\left(\frac{4}{1+t}+\frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}\right)\right\}
\end{aligned}
$$

We gather from Lemma 5.5 the values

$$
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{2}{1+t}-\frac{1}{t+\frac{1}{2}}\right)=2 \log 2
$$

and, for all integers $k>\ell$,

$$
\int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{4}{1+t}+\frac{\left(t-\frac{1}{2}\right)^{2 k-2 \ell-1}}{\left(t+\frac{1}{2}\right)^{2 k-2 \ell+1}}\right)=4\left(\log 2+2 \widetilde{H}_{k-\ell}\right)
$$

where $\widetilde{H}_{m}:=\sum_{i=1}^{m} \frac{1}{2 i-1}$. Factorizing out $\log 2$ and recalling (5.8) and (5.9), we then arrive at

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=\gamma+\log n-16 \sum_{0 \leq k<\ell<n}(-1)^{k+\ell}\binom{n-1}{k}\binom{n-1}{\ell}\binom{k-\frac{1}{2}}{n}\binom{\ell-\frac{1}{2}}{n} \widetilde{H}_{\ell-k}
$$

We conclude using Lemma 5.6 that

$$
\mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=\frac{1}{2}-\left(H_{n}-\log n-\gamma-\frac{1}{2 n}\right)=2 \mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right),
$$

giving $\mathcal{E}^{(1)}\left(\mathbb{E} \mu_{A_{n}^{\text {LUE }}}\right)=1+2 \mathcal{E}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)=2 \mathcal{E}_{2}^{(2)}\left(\mathbb{E} \mu_{A_{n}^{\text {GUE }}}\right)$.

## 6. NUMERICAL EXPERIMENTS

We include Monte Carlo simulations supporting positive answers to Questions 1.1, 1.2, and 1.3. We consider several centered distributions for the matrix coeffcients $\xi_{i j}$, according to the table below: Rademacher, symmetric generalized gamma $\operatorname{SGG}(d, p)$ with $d, p>0$, and heavy-tailed Heavy $(\alpha)$ with $\alpha>2$. The coefficients are always normalized so that $\operatorname{Var}\left(\xi_{i j}\right)=1$. In the discrete case (Rademacher), simulations resulting in an infinite value of $\mathcal{E}$ have been rejected.

| Distribution | Support | Density |
| :---: | :---: | :---: |
| Rademacher | $\{-1,1\}$ | $\frac{1}{2}$ |
| $\operatorname{SGG}(d, p)$ | $\mathbb{R}$ | $\frac{p}{2 \Gamma\left(\frac{d}{p}\right)}\|x\|^{d-1} \mathrm{e}^{-\|x\|^{p}}$ |
| $\operatorname{Heavy}(\alpha)$ | $\mathbb{R}$ | $\frac{\alpha}{2}(1+\|x\|)^{-\alpha-1}$ |

6.1. Positive evidence to Question 1.1. Figure 2 represents, for different distributions of the matrix coefficients $\xi_{i j}$ above, Monte Carlo simulations of the logarithmic energy $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{\frac{1}{\sqrt{n}} M_{n}}\right)$ associated with the random Wigner matrix $M_{n}:=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$.

We conjecture that Question 1.1 has a positive answer beyond the scope of Wigner matrices. Figure 3 displays, for different values of $\beta>0$, Monte Carlo simulations of the logarithmic energy
$\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{H_{n}^{(\beta)}}\right)$ where $H_{n}^{(\beta)}$ is the (normalized) tridiagonal matrix model of the $\beta$-Hermite Gaussian ensemble $\left.{ }^{n} 8, \S 5.2\right]$. Specifically,

$$
H_{n}^{(\beta)} \sim \frac{1}{\sqrt{2+\beta(n-1)}}\left(\begin{array}{ccccc}
a_{1} & b_{1} & & & \\
b_{1} & a_{2} & b_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & b_{n-2} & a_{n-1} & b_{n-1} \\
& & & b_{n-1} & a_{n}
\end{array}\right)
$$

where $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n-1}$ are mutually independent random variables, $a_{i}$ has the normal $\mathcal{N}(0,2)$ distribution and $b_{i}$ has the chi distribution with parameter $(n-i) \beta$. We recall that $H_{n}^{(2)}$ shares the same eigenvalue distribution as $A_{n}^{\text {GUE }}$, see [8, Theorem 5.2.1].
6.2. Positive evidence to Question 1.2. Figure 4 represents, for different distributions of the matrix coefficients $\xi_{i j}$, Monte Carlo simulations of the logarithmic energy $\mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{\frac{1}{\sqrt{n}} M_{n}}\right)$, associated with the i.i.d. matrix $M_{n}:=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$.
6.3. Positive evidence to Question 1.3. Figure 5 represents, for different distributions of the matrix coefficients $\xi_{i j}$, Monte Carlo simulations of the logarithmic energy $\mathcal{E}^{(1)}\left(\mathbb{E} \mu_{\frac{1}{n} X_{n} X_{n}^{*}}\right)$ where $X_{n}:=\left(\xi_{i j}\right)_{1 \leq i, j \leq n}$.
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Figure 2. Monte Carlo simulations of the logarithmic energy $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{\frac{1}{\sqrt{n}} M_{n}}\right)$ for several examples of random Wigner matrices $M_{n}$.


Figure 3. Monte Carlo simulations of the logarithmic energy $\mathcal{E}_{1}^{(2)}\left(\mathbb{E} \mu_{H_{n}^{(\beta)}}\right)$ associated with the $\beta$-Hermite Gaussian ensemble $H_{n}^{(\beta)}$ for different values of $\beta$.


Figure 4. Monte Carlo simulations of the logarithmic energy $\mathcal{E}_{\frac{1}{2}}^{(2)}\left(\mathbb{E} \mu_{\frac{1}{\sqrt{n}} M_{n}}\right)$ for several examples of random i.i.d. matrices $M_{n}$. Note that $\operatorname{SGG}(1,2)$ corresponds to the real Ginibre ensemble.


Figure 5. Monte Carlo simulations of the logarithmic energy $\mathcal{E}^{(1)}\left(\mathbb{E} \mu_{\frac{1}{n} X_{n} X_{n}^{*}}\right)$ for several examples of random i.i.d. matrices $X_{n}$.


[^0]:    Date: Autumn 2022, compiled December 13, 2022.
    2000 Mathematics Subject Classification. 60B20,15B52.
    Key words and phrases. Random matrices; Entropy; Variational analysis; Logarithmic energy.

[^1]:    ${ }^{1}$ With respect to the weak convergence of probability measures for continuous and bounded test functions.

